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ЗАСТОСУВАННЯ МОДЕЛЕЙ ЧАСОВИХ РЯДІВ  
ДЛЯ ПРОГНОЗУВАННЯ ПОГОДНИХ УМОВ 

У роботі наведено оцінку моделей часових рядів ARIMA, 

SARIMA, SARIMAX та можливості їх застосування для про-

гнозування погодних умов, що є актуальним в умовах сучас-

них кліматичних змін. 

Традиційні фізико-математичні моделі забезпечують високу 

точність, але вимагають значних обчислювальних ресурсів та не 

завжди оперативно реагують на змінні зовнішні фактори. Тому 

виникає необхідність у використанні інших методів прогнозуван-

ня, які поєднують адаптивність, швидкодію та точність.  

Наукова новизна роботи полягає у виконаному вперше по-

рівняльному аналізі ефективності моделей ARIMA, SARIMA 

та SARIMAX для прогнозування погодних умов на основі від-

критих наборів даних платформи Kaggle із використанням ме-

трик оцінки точності RMSE та MAE.  

Тому метою роботи є порівняння RMSE метрики моделей 

ARIMA, SARIMA, SARIMAX та апаратних ресурсів, потрібних 

для їх реалізації. Архітектура системи включає компоненти збору, 

очищення, опрацювання та візуалізації даних і реалізована на мові 

програмування Python з використанням бібліотек: Pandas, NumPy, 

Statsmodels, Pmdarima, Matplotlib, Seaborn, Plotly, Streamlit. 

Для реалізації моделей опрацьовано набори відкритих да-

них з платформи Kaggle. Перед моделюванням проведено пе-

ревірку стаціонарності рядів даних за тестом Дікі-Фуллера за 

10% рівня значущості. Для налаштування моделей застосовано 

середню абсолютну похибку (MAE) та для їх оцінки – корінь 

середньоквадратичної похибки (RMSE). 

Результати показали, що модель ARIMA є ефективною для 

прогнозування нециклічних погодних даних, забезпечуючи 

RMSE близько 0,2...0,4, проте вимагає періоду тестування у 

понад 50 ітерацій. Модель SARIMA рекомендується при робо-

ті з сезонними даними, забезпечуючи RMSE близько 0,8 після 

проходження близько 80 ітерацій. Модель SARIMAX рекоме-

ндується при роботі з сезонними даними, забезпечуючи RMSE 

близько 0,75 за 80 ітерацій за використання додаткових екзо-

генних змінних.  
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Представлені результати свідчать про перспективність мо-
делей ARIMA, SARIMA та SARIMAX для прогнозування по-
годних умов. 

Ключові слова: прогнозування погоди, моделі часових ря-
дів, ARIMA, SARIMA, SARIMAX. 

Вступ. Сучасне прогнозування погоди є важливим аспектом, 
оскільки несприятливі погодні умови можуть призвести до значних 
економічних збитків і загроз для здоров’я населення. Наприклад, екс-
тремальні погодні явища, такі як сильні шторми, тривалі посухи та 
ін., ускладнюють традиційне прогнозування і потребують нових під-
ходів. Існуючі фізичні моделі, засновані на математичних рівняннях і 
базових фізичних принципах, забезпечують певну точність, але ма-
ють обмеження в адаптації до нових даних і швидкому врахуванні 
складних багатофакторних змін [1, 3]. Методи часових рядів викори-
стовуються у прогнозуванні погоди, оскільки вони здатні швидко 
обробляти великі дані. Прогнозування погоди із застосуванням алго-
ритмів часових рядів та машинного навчання використовує історичні 
дані та зовнішні змінні в режимі реального часу, що допомагає ство-
рювати прогнози, здатні адаптуватися [4].  

Складні погодні явища та їхні наслідки змушують фахівців роз-
робляти інноваційні системи для прогнозування, що базуються на 
статистичних моделях аналізу часових рядів, таких як ARIMA 
(AutoRegressive Integrated Moving Average), SARIMA (Seasonal 
ARIMA) та SARIMAX (Seasonal ARIMA з додатковими змінними). Ці 
моделі дозволяють аналізувати погодні дані у форматі часових рядів, 
враховуючи як сезонність, так і екзогенні фактори, що позитивно 
впливає на загальну точність прогнозів [5].  

Підбір параметрів у прогнозуванні часових рядів активно викорис-
товується у численних дослідженнях. Зокрема, ARIMA є однією з осно-
вних моделей для короткострокового прогнозування, але її можливості 
розширюються за рахунок моделей SARIMA та SARIMAX, які краще 
враховують сезонні коливання. Наприклад, SARIMA підвищує точність 
результатів для погодних даних, що мають виражену сезонність. Ця мо-
дель є особливо цінною для регіонів з яскраво вираженими кліматични-
ми змінами між сезонами, оскільки вона дозволяє прогнозувати темпе-
ратуру, вологість та інші параметри з урахуванням сезонних циклів [2, 
5]. Модель SARIMAX, додатково використовуючи екзогенні змінні, до-
зволяє інтегрувати зовнішні фактори, що робить прогнозування більш 
гнучким і точним для різних часових горизонтів [4].  

Метою роботи є порівняння метрик моделей часових рядів та апа-
ратних ресурсів, потрібних для їх реалізації на основі прогнозування 
погодних даних. Для досягнення мети виконуються наступні задачі: з 
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аналізу літератури встановити моделі аналізу числових рядів, розробити 
архітектуру та реалізувати систему тестування моделей, провести тесту-
вання і верифікацію моделей часових рядів з використанням RMSE мет-
рики, встановити переваги та недоліки розглянутих моделей. 

Традиційні підходи значною мірою базуються на чисельних мо-

делях прогнозування погоди, які використовують рівняння математи-

чної фізики для моделювання атмосферних процесів. Однак, ці моде-

лі потребують високої обчислювальної потужності. З іншого боку, 

моделі часових рядів – це можливість аналізувати складні взаємозв'я-

зки у даних та надавати точні прогнози з меншими обчислювальними 

витратами [6].  

Існує багато платформ та інструментів, що використовують для 

прогнозування погоди. Наприклад, Google Weather API та 

OpenWeatherMap використовують наземні метеостанції, супутники 

для прогнозування погоди. Однак ці платформи потребують додатко-

вої обробки даних. Платформа MeteoBlue використовує математичні 

моделі, що дозволяє робити точніші прогнози. Проте, вартість отри-

маних нею даних зростає [7]. 

Також існує ряд аналогів ARIMA-моделей, наприклад LSTM, 

GRU, що використовують нейронні архітектури для обробки часових 

рядів. Однак вони потребують більших апаратних ресурсів. 

Наукова новизна роботи полягає у виконаному вперше порів-

няльному аналізі ефективності моделей ARIMA, SARIMA та 

SARIMAX для прогнозування погодних умов на основі відкритих 

наборів даних платформи Kaggle із використанням метрики оцінки 

точності RMSE. Для цього встановлено кількісні закономірності між 

кількістю ітерацій для налаштування моделей з використанням МАЕ 

та точністю прогнозу. 

Архітектура системи. Архітектура системи прогнозування по-

годних умов побудована з використанням модульного підходу, що 

забезпечує гнучкість та масштабованість. Основні компоненти сис-

теми включають модулі, показані на рисунку 1. 

Data Handler – модуль збору та обробки даних, що відповідає за 

збір даних з різних джерел. Дані збираються в реальному часі та про-

ходять попередню обробку з використанням бібліотек Pandas та 

NumPy для видалення шумів, пропусків і аномалій. Для інтеграції 

даних використовується бібліотека Pandas, яка дозволяє працювати з 

великими обсягами інформації у вигляді таблиць. Також, для автома-

тичного оновлення даних виконуються запити до серверів погоди. Це 

дозволяє підтримувати актуальність інформації та забезпечувати без-

перервне тестування моделей і оновлення прогнозів. 
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Model Selector та Forecaster – модулі моделювання та прогнозуван-

ня. Ці модулі є ядром системи, і здійснюють прогноз погоди на основі 

моделей ARIMA, SARIMA та SARIMAX, що навчаються на підготовле-

них даних з використанням бібліотек Scikit-learn, Statsmodels та 

Pmdarima. Тестування моделей з використанням бібліотек Scikit-learn, 

Statsmodels та Pmdarima дозволяє налаштувати параметри моделей.  

Модуль візуалізації (Visualizer) з використанням бібліотек 

Matplotlib, Seaborn та Plotly створює статичні та інтерактивні графіки, що 

ілюструють результати моделювання. Для зберігання даних та результа-

тів прогнозів використовується реляційна база даних PostgreSQL. 

Інтерфейс користувача в системі реалізований за допомогою бі-

бліотеки Streamlit, що дозволяє створювати зручний веб-додаток для 

взаємодії з системою. 

 
Рис. 1. Архітектура системи 

Опис роботи моделей. Робота моделей вивчалася на наступно-

му апаратному забезпеченні: 4 ядерний процесор з тактовою часто-

тою 2,5 ГГц та 16 ГБ оперативної пам'яті. 

Збір даних проведено з платформи Kaggle, зокрема набори 

Weather Events і Weather Forecasting використано для тренування і 

тестування моделей часових рядів. Ці набори даних містять інформа-

цію про температуру, тиск, вологість, швидкість вітру, що є важли-

вими для створення надійної моделі.  
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Етап збору даних включає тест Дікі-Фуллера для перевірки да-

них за рівнем значущості та відкидання нуль-гіпотези. За необхіднос-

ті, дані відбиралися для проходження тесту, щоб забезпечити якість 

даних та надійність роботи моделей прогнозування. 

Надалі виконувалось ітерація та оцінка моделей [7], моделі тес-

тувалися та налаштовувалися для досягнення необхідної точності за 

допомогою наступних метрик – корінь середньоквадратичної похиб-

ки (RMSE) та середня абсолютна похибка (MAE), формули (1-2). Пе-

рша метрика (1) дозволяє кількісно оцінити результати прогнозуван-

ня погодніх умов. MAE (2) використана для налаштування власне 

роботи моделей – для порівняння результатів на кожній ітерації  

  
2

1

1
ˆ ,

n

i i

i

RMSE y y
n 

   (1) 

де iy  – експериментальні дані з датасету, ˆiy  – модельні передбачені 

значення, n  – кількість спостережень. 
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де iy  – модельні значення на попередній ітерації, ˆiy  – модельні зна-

чення, n  – загальна кількість ітерацій. 

Набори відкритих даних з платформи Kaggle містили темпе-

ратуру, вологість, швидкість вітру, атмосферний тиск. В даній ро-

боті для порівняння моделей розглядалися значення температури 

та тиску. 

Надалі виконувалися ітерації параметрів моделей. В результаті 

ітерацій отримуються параметри моделей для реалізації системи про-

гнозування погоди, оскільки саме це визначає RMSE та MAE моделі.  

Результати роботи моделей. Процес моделювання включає на-

лаштування моделей на історичних погодних даних (набори відкри-

тих даних з платформи Kaggle, зокрема набори Weather Events і 

Weather Forecasting) та їх тестування за RMSE для оцінки точності 

прогнозування. На рисунку 2 показано зміну RMSE, залежно від кі-

лькості ітерацій для підбору параметрів моделі, позначених Е. З ри-

сунка видно, що за перевищення близько 50 ітерацій відбувається 

стабілізація роботи моделі та зменшення RMSE. Швидкість налашту-

вання моделі склала 7 хв за 43% завантаження апаратних ресурсів. 

Коефіцієнт детермінації для моделі 92%. 

На рисунку 3 показано зміну RMSE залежно від кількості ітера-

цій Е, під час налаштування моделі SARIMA, що демонструє ефекти-

вність моделювання сезонних компонентів на основі цієї моделі. 
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Рис. 2. Зменшення RMSE моделі ARIMA зі зростанням ітерацій 

Як видно з рисунку 3, налаштування моделі SARIMA на 80 іте-

раціях забезпечує значення метрики RMSE = 0.75...0.8, що перевищує 

значення для моделі ARIMA. Швидкість налаштування моделі склала 

12 хв за 63% завантаження апаратних ресурсів. Коефіцієнт детермі-

нації для моделі 95%. На рисунок 3 також нанесено значення валіда-

ційної точності, що перевірялася на 20% даних із датасету, які не 

ввійшли в налаштувальні. Як видно, в цьому випадку RMSE моделі 

зростає до 1.04 для 20 ітерацій. 

На рисунку 4 показано зміну RMSE під час налаштування моде-

лі SARIMAX, що підтверджує вплив екзогенних змінних на покра-

щення точності.  

 
Рис. 3. Зменшення RMSE моделі SARIMA зі зростанням ітерацій 
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Для налаштування моделі SARIMAX використано атмосферний 
тиск, на відміну від попередніх рисунків 2 і 3, де для моделювання 
було обрано температуру повітря. 

 
Рис. 4. Зменшення RMSE для моделі SARIMAX  

із врахуванням екзогенних змінних 

Як видно з рисунку 4, налаштування моделі SARIMAX на 100 
ітераціях із врахуванням впливу екзогенних змінних забезпечує 
RMSE = 0.62...0.73, що менше, ніж для моделі SARIMAX. Коефіцієнт 
детермінації для моделі SARIMAX склав 98%. 

Швидкість налаштування моделі склала 22 хв за 80% заванта-
ження апаратних ресурсів комп’ютера. 

Висновки. В роботі вперше здійснено порівняльний аналіз ефе-
ктивності моделей ARIMA, SARIMA та SARIMAX для прогнозуван-
ня погодних умов на основі відкритих наборів даних платформи 
Kaggle із використанням метрик оцінки точності RMSE та MAE у 
єдиному програмному середовищі на мові Python.  

Архітектура розробленої системи налаштування моделей 
ARIMA, SARIMA та SARIMAX містить модуль збору та обробки 
даних, модулі моделювання та прогнозування, модуль візуалізації, 
реалізовані з використанням сучасних бібліотек мови Python. 

Моделювання погодних умов проведено на основі створеного за-
стосунку, що використовує набори відкритих даних з платформи Kaggle, 
зокрема набори Weather Events і Weather Forecasting. Набори використа-
но для оптимізації параметрів і верифікації моделей часових рядів. 

Для оцінки ефективності моделей часових рядів ARIMA, 
SARIMA та SARIMAX використано корінь середньоквадратичної 
похибки (RMSE) для порівняння результатів моделювання з експе-
риментальними даними. Також для ітераційного налаштування моде-
лей обраховувалася метрика МАЕ. 
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Встановлено, що модель ARIMA потребує для налаштування бі-

льше 50 ітерацій на відміну від моделей SARIMA та SARIMAX, які 

рекомендується оптимізувати на 100 ітераціях. Також модель ARIMA 

має RMSE близько 0.2...0.4 за умови роботи з не циклічними даними 

на відміну від моделей SARIMA та SARIMAX, що мають RMSE бли-

зько 0.62...0.75, проте працюють з циклічними даними. 

Отримано нові дані щодо взаємозв’язку точності прогнозу та апа-

ратних ресурсів, необхідних для реалізації моделей ARIMA, SARIMA та 

SARIMAX, що дає змогу обґрунтовано обирати оптимальну модель за-

лежно від обчислювальних можливостей та структури вхідних даних. 
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APPLICATION OF ARIMA, SARIMA, AND SARIMAX  
MODELS FOR WEATHER FORECASTING 

The study presents an evaluation of time series models ARIMA, SARIMA, 

and SARIMAX, and assesses their applicability for weather forecasting, which 

is highly relevant under current climate change conditions. 

The study presents an evaluation of the time series models ARIMA, 

SARIMA, and SARIMAX and their applicability for weather forecasting, 

which is particularly relevant under current climate change conditions. 

Traditional physical and mathematical models provide high forecasting 

accuracy but require substantial computational resources and may not 

promptly adapt to rapidly changing external factors. Therefore, there is a 

growing need to employ alternative forecasting methods that combine 

adaptability, computational efficiency, and accuracy. 

The scientific novelty of this research lies in the first-time comparative 

analysis of the performance and efficiency of ARIMA, SARIMA, and 

SARIMAX models for weather prediction based on open datasets from the 
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Kaggle platform, using Root Mean Square Error (RMSE) and Mean Abso-

lute Error (MAE) as evaluation metrics. 

The purpose of the study is to compare the RMSE metrics of the ARIMA, 

SARIMA, and SARIMAX models and the computational resources required 

for their implementation. The system architecture includes modules for data 

collection, cleaning, processing, and visualization, implemented in the Python 

programming language using the following libraries: Pandas, NumPy, Stats-

models, Pmdarima, Matplotlib, Seaborn, Plotly, and Streamlit. 

For model implementation, open-source datasets from the Kaggle plat-

form were processed. Before modeling, the stationarity of the time series 

was verified using the Augmented Dickey–Fuller (ADF) test at a 10% sig-

nificance level. The MAE metric was applied to tune the models, while 

RMSE was used for model evaluation. 

The results show that the ARIMA model is effective for forecasting 

non-seasonal weather data, providing an RMSE of approximately 0.2-0.4, 

although it requires a testing phase of more than 50 iterations. The 

SARIMA model is recommended for seasonal datasets, achieving an 

RMSE of around 0.8 after approximately 80 iterations. The SARIMAX 

model, which incorporates exogenous variables, is also recommended for 

seasonal data, achieving an RMSE of about 0.75 over 80 iterations. 

The presented findings demonstrate the potential and applicability of 

ARIMA, SARIMA, and SARIMAX models for weather forecasting tasks. 

Key words: weather forecasting, time series models, ARIMA, 

SARIMA, SARIMAX. 

Отримано: 11.07.2025 

 

 


	К. В. Василишин, С. М. Ламтюгова, канд. фіз.-мат. наук
	Харківський національний університет радіоелектроніки, м. Харків
	чисельний аналіз МЕТОДОМ ДВОБІЧНИХ  НАБЛИЖЕНЬ деяких задач стаціонарної  НЕЛІНІЙНОЇ ТЕПЛОПРОВІДНОСТІ
	Ключові слова: нелінійна теплопровідність, нелінійна крайова задача, додатний розв’язок, функція Гріна, двобічний ітераційний метод, рівняння з ізотонним оператором, математичне моделювання.
	Список використаних джерел:
	Numerical ANalysis Based on the METHOD  OF TWO-SIDED APPROXIMATIONS for solving  Some Problems of Stationary  NONLINEAR HEAT CONDUCTIvity

	Key words: nonlinear heat conduction, nonlinear boundary value problem, positive solution, Green’s function, two-sided iterative method, equation with isotone operator, mathematical modeling.
	А. І. Дегула, канд. техн. наук,
	Н. А. Харченко, канд. техн. наук,
	В. В. Гриб, аспірант
	Сумський державний університет, м. Суми
	АНАЛІЗ ПРОГРАМНОГО ЗАБЕЗПЕЧЕННЯ  ДЛЯ МОДЕЛЮВАННЯ ТЕХНОЛОГІЧНОГО  ПРОЦЕСУ ЛИТТЯ

	Ключові слова: математичне моделювання, технологічний процес, лиття металу, якість продукції, дефекти.
	Список використаних джерел:
	SOFTWARE ANALYSIS FOR MODELIZATION  OF THE CASTING TECHNOLOGICAL PROCESS

	Keywords: mathematical modeling, technological process, metal casting, product quality, defects.
	I. Zajachuk*, Candidate of Technical Sciences,
	B. Blagitko**, Candidate of Technical Sciences
	*Pidstryhach Institute for Applied Problems of Mechanics and Mathematics National Academy of Sciences of Ukraine, Lviv, **Ivan Franko National University of Lviv, Lviv
	FEATURES OF CALCULATING THE SIGNAL’S  DISTORTION IN AN ELECTRONIC SYSTEM

	Key words: harmonics, harmonics sources, harmonic distortion sources, identification methods.
	References:
	ОСОБЛИВОСТІ РОЗРАХУНКУ СПОТВОРЕННЯ  СИГНАЛУ В ЕЛЕКТРОННІЙ СИСТЕМІ

	Ключові слова: гармоніки, джерела гармонік, джерела гармонічних спотворень, методи ідентифікації.
	Д. О. Зуй,
	І. М. Кузьменко, канд. техн. наук,
	Т. В. Гевліч
	Національний технічний університет України  «Київський політехнічний інститут імені Ігоря Сікорського», м. Київ
	ЗАСТОСУВАННЯ МОДЕЛЕЙ ЧАСОВИХ РЯДІВ  ДЛЯ ПРОГНОЗУВАННЯ ПОГОДНИХ УМОВ

	Ключові слова: прогнозування погоди, моделі часових рядів, ARIMA, SARIMA, SARIMAX.
	Список використаних джерел:
	APPLICATION OF ARIMA, SARIMA, AND SARIMAX  MODELS FOR WEATHER FORECASTING

	Key words: weather forecasting, time series models, ARIMA, SARIMA, SARIMAX.
	V. Ivaniuk*, Doctor of Technical Sciences,
	A. Verlan**, Doctor of Technical Sciences, Professor,
	M. Miastkovska*, PhD in Pedagogical Sciences,
	M. Kosinov*
	*Kamianets-Podilskyi Ivan Ohiienko National University,  Kamianets-Podilskyi, ** National Technical University of Ukraine  «Igor Sikorsky Kyiv Polytechnic Institute», Kyiv;  Norwegian University of Science and Technology, Norway
	STRUCTURAL AND FUNCTIONAL MODELING  OF AN AUTOMATED TESTING SYSTEM  FOR ADAPTIVE WEB INTERFACES

	Key words: Automated testing, adaptive web interfaces, Responsive Web Design, structural-functional modeling, Playwright, Page Object Model, execution context, CI/CD, matrix build, cross-platform testing.
	References:
	СТРУКТУРНО-ФУНКЦІОНАЛЬНЕ МОДЕЛЮВАННЯ  СИСТЕМИ АВТОМАТИЗОВАНОГО ТЕСТУВАННЯ  АДАПТИВНИХ ВЕБ-ІНТЕРФЕЙСІВ

	Ключові слова: автоматизоване тестування, адаптивні веб-інтерфейси, Responsive Web Design, структурно-функціональне моделювання, Playwright, Page Object Model, контекст виконання, CI/CD, матрична збірка, кросплатформне тестування.
	Є. В. Івохін, д-р фіз.-мат. наук, професор,
	Л. Т. Аджубей, канд. фіз-мат. наук,
	Д. І. Афонін
	Київський національний університет  імені Тараса Шевченка, м. Київ
	ПРО ОДИН ГІБРИДНИЙ ПІДХІД ДО АГЕНТНОГО МОДЕЛЮВАННЯ ПРОЦЕСІВ ІНФОРМАЦІЙНОГО РОЗПОВСЮДЖЕННЯ

	Ключові слова: соціальні мережі, поширення інформації, агентне моделювання, скінченні автомати, гібридна модель, інформаційний вплив.
	Список використаних джерел:
	ON A HYBRID APPROACH TO AGENT-BASED MODELING  OF INFORMATION DISSEMINATION PROCESSES

	Key words: social networks, information dissemination, agent-based modeling, finite state machines, hybrid model, information impact.
	О. Є. Коваленко*, д-р техн. наук, професор,
	В. А. Федорчук**, д-р техн. наук, професор
	*Національний університет біоресурсів  і природокористування України, м. Київ, **Кам’янець-Подільський національний університет  імені Івана Огієнка, м. Кам’янець-Подільський
	КОНВЕРГЕНЦІЯ МОДЕЛЕЙ ЗНАНЬ  ТА МОДЕЛЕЙ ШТУЧНОГО ІНТЕЛЕКТУ

	Ключові слова: модель знань, модель штучного інтелекту, інтелектуальний агент, конвергенція моделей.
	Список використаних джерел:
	CONVERGENCE OF KNOWLEDGE MODELS  AND ARTIFICIAL INTELLIGENCE MODELS

	Key words: knowledge model, artificial intelligence model, intelligent agent, model convergence.
	T. Pylypiuk, PhD in Physics and Mathematics,
	V. Shchyrba, PhD in Physics and Mathematics
	Kamianets-Podіlskyi Ivan Ohiienko National University,  Kamianets-Podіlskyi
	MULTI-STREAM PROCESS MODELING

	Key words: cargo placement planning, multi-stream system, multi-criteria optimization, heuristic algorithms, software synchronization, atomicity.
	References:
	МОДЕЛЮВАННЯ БАГАТОПОТОКОВИХ ПРОЦЕСІВ

	Ключові слова: планування розміщення вантажу, багатопотокова система, багатокритеріальна оптимізація, евристичні алгоритми, програмна синхронізація, атомарність.

