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FEATURES OF CALCULATING THE SIGNAL’S
DISTORTION IN AN ELECTRONIC SYSTEM

The preence of interfering loads in low, medium, and high voltage
networks leads to an increase in harmonic distortion and asymmetry of
transmission levels. Economic reasons make it difficult to install har-
monic measurement devices throughout the entire system. Instead,
harmonic measurement equipment could be installed in selected sec-
tions of the network, covering only a fraction of the blocks. These de-
vices can then be used to estimate harmonic current injection. This ar-
ticle presents a method to determine the optimal parameters for in-
stalling harmonic voltage measurement devices. A key characteristic of
programs for calculating the harmonic coefficient is the sensitivity
threshold, which is primarily determined by rounding errors. A numer-
ical experiment was conducted to analyze the dependence of the har-
monic distortion coefficient on the parameters of the computational
process. Based on the ADC configuration, the device's limitations for
experimentally determining the harmonic distortion coefficient are
simulated. The error that occurs due to rounding when determining the
harmonic coefficient of a function is also investigated. For a given
number of digits ADC, the value of the sensitivity threshold for the
harmonic coefficient significantly exceeds the analytically obtained
value of the absolute error.

Key words: harmonics, harmonics sources, harmonic distor-
tion sources, identification methods.

Introduction. When calculating the harmonic coefficient, it is neces-
sary to consider factors that affect the reliability of the results. The com-
plexity of the situation can be evaluated by noting that the harmonic coef-
ficient is on the order of tenths or hundredths of a percent. A key charac-
teristic of programs for calculating the harmonic coefficient is the sensitiv-
ity threshold, which is primarily determined by rounding errors.

To estimate the sensitivity threshold, it is necessary to determine the
spectrum and harmonic coefficient for a «pure» sinusoidal signal. It is
known in advance that all higher harmonics and the harmonic coefficient
in this case are equal to zero. Authors of the works partially investigated
similar problems [1, 2].
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1. Estimating the sensitivity threshold of harmonic coefficient calcu-
lation programs. It is also advisable to study the harmonic signal, on which a
constant component is superimposed. It is clear that, in this case, the harmonic
coefficient should also be zero. But due to rounding errors, the harmonic coef-
ficient is nonzero. This value determines the sensitivity threshold. The charac-
teristic of the distortion of a periodic harmonic signal is the harmonic coeffi-
cient [3], which is determined by the formula
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Here y; are the spectral components of the harmonic signal.

The value of the sensitivity threshold for the harmonic coefficient is
affected not only by rounding errors when using the fast Fourier trans-
form [1, 4], but also by rounding associated with finding the trigonometric
functions sin x, cos x using standard programs.

The main factors influencing the harmonic coefficient are very clear-
ly visible. Using a computational experiment, it is possible to obtain the
dependence of the sensitivity threshold of the harmonic coefficient on the
number of discrete samples N per period (Fig. 1) for single and double-
precision calculations.
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Fig. 1. Dependence of the sensitivity threshold of the harmonic coefficient
on the number of samples per period, (1 — single precision calculation;
2 — double precision calculation)

The harmonic coefficient reaches the value (0,4+8)-10 % %. in the
case of single precision research. Switching to double precision reduces
this value to (2+6)-10°%. In this case, lower harmonic distortion values
are achieved with a smaller number of discrete points per period. The ex-
act value of the harmonic coefficient is zero in all cases.

The value of the harmonic coefficient changes almost twenty times
for single precision with an increase in the number of discrete samples per
period from 8 to 512. The influence of the number of discrete points on the
harmonic coefficient value is much smaller in the case of double calcula-
tion accuracy. It changes almost threefold.
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Raising the sample size N increases the sensitivity threshold. This na-
ture of the change in dependence is quite natural and can be explained.

According to the Nyquist theorem [5], the obtained value of the harmonic
coefficient for a «purex» sinusoid is reliable with a minimum number of sam-
ples, which is equal to two. In fact, the sinusoidal signal samples formation
occurs through level quantization. The consequence of using the discrete Fouri-
er transform to process such a signal is the appearance of higher-order harmon-
ic components in its spectrum, which is confirmed by the increase in the sensi-
tivity threshold with an increase in the number of discrete samples.

The dependence obtained in the process of the computational exper-
iment can be represented by the following empirical formula (2)

N S5

log, N

Ak =2 @)

Where §* is the relative unit rounding error, Ak, is the error in calculat-
ing the harmonic coefficient.

2. Dependence of the harmonic coefficient sensitivity threshold
on the ratio of the amplitude to the constant component. The error that
arises due to rounding when determining the harmonic coefficient for the
function is also investigated.

y(X) =a+bsinx 3)
where b is the amplitude value.

The calculation results show that with an increase in the constant
component a, the conditions for calculating the harmonic coefficient dete-
riorate. This is caused by the increase in rounding error. The patterns of
error changes affecting the value of the harmonic coefficient for different
values of b / a are shown in Fig. 2.
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Fig. 2. Dependence of the sensitivity threshold on the harmonic coefficient
on the ratio of the amplitude to the constant component
(1 - single precision calculation; 2 — double precision calculation)
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The study of the discrete Fourier transform for different ratios be-
tween the variable and constant components of the signal allows for as-
sessing how the number of bits in binary numbers used by the computing
system affects the sensitivity threshold during the estimation of the har-
monic coefficient.

Really, let b/a = 1/25. Then it can be stated that only | — s bits partici-
pate in the representation of the variable component, where I is the maxi-
mum number of binary digits.

Let the harmonic coefficient be determined by formula (1), and
the unit relative error of discretization for a given number of binary
digits is

The ratio (5) gives the relative error
Ak

O, = k—F ()
r

We can write for minor changes Ay; in the spectral components from the
actual values y;

Ak, = iak—fAy ©6)
TGy
It is obvious that for i =2,n
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Then, to find the relative error, we have

8, =" -5Y;. ©)

Let Oy; :]/2' , i=1,_n. Then, the absolute error in calculating the
harmonic coefficient, which arises due to inaccuracy in determining the val-
ues o = |6k’ | of the spectral components, is determined from the relation
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2
= o

For a given number of discharges, the value of the sensitivity thresh-
old for the harmonic coefficient significantly exceeds the analytically ob-
tained value of the absolute error.

This is explained by the fact that in the process of processing a lev-
el-quantized signal using the discrete Fourier transform, higher-order
harmonic components appear in the spectrum. In addition, when calcu-
lating the harmonic coefficient using the fast Fourier transform, an error
accumulates.

5 (10)

Conclusion. The numerical experiment was conducted to study the
dependence of the harmonic coefficient on the parameters of the computa-
tional process. The dependences of the harmonic coefficient on the num-
ber of discrete samples per period and the ratio of variable to constant
components of the harmonic signal were obtained.

An evaluation was performed to determine how the calculation error
relates to the sensitivity threshold for the harmonic coefficient.

Analytical studies and numerical experiments show that the detecta-
ble minimum harmonic coefficient reaches 10-3%. Additionally, the de-
vice's maximum capacity for experimentally measuring the harmonic coef-
ficient using an ADC was simulated.
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OCOBJINBOCTI PO3PAXYHKY CNNOTBOPEHHA
CUrHANY B ENEKTPOHHIA CUCTEMI

HasBHICTh 3aBakarounx HaBaHTAKEHb Y MepeXKax HU3BKOI, CepeaHbol
Ta BHCOKOI HANpyr¥ MPU3BOAWUTH 10 30LIBIICHHS FapMOHIHHUX CIIOTBO-
peHb Ta acuMeTpii piBHIB nepenadi. EKOHOMIUHI NMPUYMHU YCKIIAQJHIOIOTh
BCTaHOBJICHHS MPUJIAAiB BUMIpIOBaHHS TapMOHIK MO BCiii cuctemi. Haro-
MICTh, OONaAHAHHA U BUMIPIOBAHHSA T'apMOHIK MO)KHA BCTaHOBUTH Ha
OKpEeMHX AUITHKaX MEpeXki, OXOIUIIOIOYH JINIIe YacTHHY OnokiB. Lli mpu-
CTpoi MOTIM MOXXHa BUKOPHCTOBYBATU IJISl OLIHKH 1HXKEKIi cTpyMmy Tap-
MOHIK. Y Iiif CTaTTi NpeICTaBICHO METO]| BU3HAYCHHS ONTHMAJIbHUX I1a-
paMeTpiB JUIs BCTAHOBJICHHS NPHJIAJiB BUMIpIOBaHHS TapMOHIHHOI Hampy-
ru. KiTro4oBOI0 XapaKTepUCTUKOIO MPorpaMm Ul po3paxyHKy rapMOHIYHO-
ro kKoeQillieHTa € MOpir YyTIUBOCTI, SKUH B IEpIy Yepry BH3HAYAETHCS
MOMMJIKAMH OKpYTJIEHHsS. Bylo MpoBeJeHO YMCIIOBUI €KCIEPUMEHT IS
aHaJi3y 3aJIeKHOCTI KoedilieHTa TapMOHIHHHUX CIIOTBOPEHb Bifl Mapamer-
piB obumncmoBansHOTO Tporecy. Ha ocHoBi koH(pirypamii AL monemnro-
I0TBCSI OOMEXKEHHS MPUCTPOIO IS eKCIICPHMEHTAIbHOTO BU3HAYEHHS KOe-
(imieHTa TapMOHIHHNX CIIOTBOPEHB. TaKOX MOCHIIKYEThCS MOXHOKA, 110
BUHHUKAE Yepe3 OKPYTJICHH Ml 9ac BU3HAYEHHS TapMOHIYHOTO KoedimieH-
ta ¢yHnkuii. st 3aganoi kinbkocti po3psaiB AL 3HaueHHs opory 4yT-
JUBOCTI JUIS KoedillieHTa TapMOHIKH 3HAYHO MEPEBHINYE AHATITHYHO
OTpHMaHe 3HA4eHHS a0COTIOTHOI MOXHOKH.

KawuoBi ciioBa: capmonixu, doxcepena 2apmoHik, odicepena 2apmMoHiy-
HUX CHOMBOPEHb, Memoou i0eHmu@ixayii.

Otpumano: 29.11.2025
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